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What is Keras?

Keras developed by François Chollet:
• Is an official high-level and high-performing API of TensorFlow used to 

specify and train different programs.

• Runs on top of TensorFlow, Theano, MXNet, or CNTK.

• Builds models by stacking layers and connecting graphs.

• Is actively developed by thousands of contributors across the world, 
e.g. Microsoft, Google, Nvidia, AWS.

• Is used by hundred thousands of developers, e.g. NetFlix, Uber, Google, 
Huawei, NVidia.

• Has good amount of documentation and easy to grasp all concepts.

• Supports GPU both of Nvidia and AMD and runs seamlessly on CPU and 
GPU.

• Is multi-platform (Python, R) and multi-backend.

• Allows for fast prototyping and leaves freedom to design and 
architecture
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Keras Positive User Experience

Keras:

• Follows best practices for reducing cognitive load

• Offers consistent and simple APIs.

• Minimizes the number of user actions required for common use 
cases.

• Provides a clear feedback upon user errors.

• More productive than many other frameworks.

• Integrates with lower-level Deep Learning languages like 
TensorFlow or Theano.

• Implements everything which was built in base language, e.g. 
TensorFlow.

• Produces models using GPU acceleration for various system like 
Windows, Linux, Android, iOS, Raspberry Pi.
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Working Principle

Keras is based on Computational Graphs like:

Where “a” and “b” are inputs used to compute “e” as 
an output using intermediate variables “c” and “d”.

Computational Graphs allow to express complex 
expressions as a combination of simple operations.

http://home.agh.edu.pl/~horzyk/index-eng.php


Keras Sequential Models

We can create various sequential models which linearly stack layers and can be used 
for classification networks or autoencoders (consisting of encoders and decoders) like:
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Keras Functional Models

Keras models can:
• Use multi-input, multi-output and arbitrary static graph topologies,

• Branch into two or more submodels,

• Share layers and/or weights.
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Two Types of Execution of Keras Models

We can execute Keras model in two ways:

1. Deferred (symbolic)

• Using Python to build a computational graph, next 
compiling and executing it.

• Symbolic tensors don’t have a value in the Python 
code.

2. Eager (imperative)

• Here the Python runtime is the execution runtime, 
which is similar to the execution with Numpy.

• Eager tensors have a value in the Python code.

• With the eager execution, value-dependent dynamic 
topologies (tree-RNNs) can be constructed and used.
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5 steps to implement a Neural Network

1. Prepare Input (e.g. text, audio, images, video) and specify 
the input dimension (size).

2. Define the Model: its architecture, build the computational 
graph, define sequential or functional style of the model and 
the kind of the network (MLP, CNN, RNN etc.).

3. Specify the Optimizers (Stochastic Gradient Descent (SGD), 
Root Mean Square (RMSprop), Adam etc.) to configure the 
learning process.

4. Define the Loss Function (e.g. Mean Square Error (MSE), 
Cross Entropy, Hinge) for checking the accuracy of the 
achieved prediction to adapt and improve the model.

5. Train using training data, Test using testing/validation data, 
and Evaluate the Model.
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Installing TensorFlow and Keras

To start working with TensorFlow and Keras in Jupyter Notebook, you have to 
install them using the following commands in the Anaconda Prompt window:

conda install pip   # install pip in the virtual environment

pip install --upgrade tensorflow # for python 2.7

pip3 install --upgrade tensorflow # for python 3.*

It is recommended to install tensorflow with parameter –gpu to use GPU unit 

and make computations faster:

pip install tensorflow-gpu

$ pip install Keras

If successfully installed check in Jupyter Notebook the version of the 

TensorFlow using:
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Implementing a CNN using Keras

We will try to create and train a simple Convolutional Neural Network (CNN) to 
tackle with handwritten digit classification problem using MNIST dataset:

Each image in the MNIST dataset is 28x28 pixels and contains a centred, 
grayscale digit form 0 to 9. Our goal is to classify these images to one of the ten 
classes using ten output neurons of the CNN network.

https://victorzhou.com/blog/intro-to-cnns-part-1/
http://yann.lecun.com/exdb/mnist/
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Simple CNN for MNIST classification
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Simple CNN for MNIST classification
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Results of CNN MNIST classification
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Hyperparameters for MNIST classification

When dealing with deep learning models, we should modify hyperparameters 
of the model to get better performance of the model, e.g. for MNIST:
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Hyperparameters for MNIST classification
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Hyperparameters for MNIST classification
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Hyperparameters for MNIST classification

http://home.agh.edu.pl/~horzyk/index-eng.php


Let’s start with powerful computations!
✓ Questions?

✓ Remarks?

✓ Suggestions?

✓ Wishes?
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